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1. (Jackson 2.13)
(a) Two halves of a long hollow conducting cylinder of inner radius b and separated by a small lengthwise

gaps on each side, and are kept at different potentials V1 and V2. Show that the potential inside is
given by

Φ(ρ, φ) =
V1 + V2

2
+

V1 − V2

π
tan−1

(
2bρ

b2 − ρ2
cosφ

)
where φ is measured from a plane perpendicular to the plane through the gap.
Solution:
The electric potential follows Poisson’s equation ∆2φ = ρ

ε0
since, in this particular problem there is

no charge in the space, it reduces to Laplace’s equation 2φ = 0. Since the problem entails cylindrical
boundary conditions we look for solution of Laplace’s equation in cylindrical coordinate system. Also,
since the cylinder is long, the potential has no z dependence, we can essentially solve the potential at
the bottom plane of the cylinder z = 0 and this solution works for every z . So the general solution of
Laplace’s equation in polar coordinate system is

u(ρ, φ) = (C0 ln ρ+D0) +
∑
n

(An cosnφ+Bn sinnφ)(Cnρ
n +Dnρ

−n)

Since we expect finite solution at ρ = 0, Dn = 0 otherwise it ρ−n = ∞ which won’t satisfy boundary
condition. By similar arguments C0 = 0 as the solution has to be finite at ρ = 0 but ln ρ diverges at
ρ = 0. So the solution reduces to, ( absorbing Cn into An and Bn)

u(ρ, φ) = D0 +
∑
n

[An cosnφ+Bn sinnφ]ρ
n

The boundary condition are, at the edge of the cylinder ρ = b, lets choose our coordinate system such
that the right half of the cylinder from φ = −π

2 to φ = π
2 is at potential V1 and the left half φ = π

2 to
φ = 3π

2 is at potential V2

u(b, φ) =

{
V1 if − π

2 < φ < π
2

V2 if π
2 < φ < 3π

2

Now at the edge of the

u(b, φ) = D0 +

∞∑
n=1

bn[An cosnφ+Bn sinnφ]
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Now the constant coefficient D0 can be easily calculated by integrating both sides as
3π/2∫

−π/2

u(b, φ)dφ =

3π/2∫
−π/2

D0dφ+
∑
n

bn
3π/2∫

−π/2

[An cosnφ+Bn sinnφ]dφ

π/2∫
−π/2

u(b, φ)dφ+

3π/2∫
π/2

u(b, φ)dφ =

3π/2∫
−π/2

D0dφ+

∞∑
n=1

bn

An

�
�

�
�

�
��>

0
3π/2∫

−π/2

cosnφdφ+Bn

�
�

�
�
�

��>
0

3π/2∫
−π/2

sinnφdφ


V1π + V2π = D02π + 0

D0 =
V1 + V2

2

Again the coefficients Bn and An can be calculated by using the fact that {sinφ}n and {cosφ}n form
an orthogonal set of function for integer set of n. Integrating the above expression by multiplying by
sinmφ on both sides gives

3π/2∫
−π/2

u(b, φ) sinmφdφ =
∑
n

bn

������������:0

An

3π/2∫
−π/2

cosnφ sinmφdφ+Bn

3π/2∫
−π/2

sinnφ sinmφdφ


=

∑
n

Bnb
n 2π

2
δmn = Bmbmπ

⇒ Bm =
1

πbm

3π/2∫
−π/2

u(b, φ) sinmφdφ

Similarly the coefficients Am can be calculated as

Am =
1

πbm

3π/2∫
−π/2

u(b, φ) cosmφdφ

Since in the given problem u(a, φ) has different values for different φ we get

Am =
1

πbm

 π/2∫
−π/2

u(b, φ) cosmφdφ+

3π/2∫
π/2

u(b, φ) cosmφdφ


=

1

πbm

V1

π/2∫
−π/2

cosmφdφ+ V2

3π/2∫
π/2

cosmφdφ


=

1

πbm

[
V1

(
1− (−1)m

m

)
+ V2

(
(−1)m − 1

m

)]
=

1

πbm

[
(V1 − V2)

(
1− (−1)m

m

)]

Wirking out the integral for Bm leads to Bm = 0 for all m. So the final solution becomes

u(ρ, φ) =
V1 + V2

2
+

∞∑
n=1

ρn
1

πbn
(V2 − V2)

1− (−1)n

n
cosnφ

=
V1 + V2

2
+

V1 − V2

π

∞∑
n=1

(ρ
b

)n 1− (−1)n

n
cosnφ
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clearly the sum term is zero for even n, for odd n the expression is just 2/n. The closed form of the
sum gives the required expression

u(ρ, φ) =
V1 + V2

2
+

V1 − V2

π
arctan

(
2bρ

b2 − ρ2
cosφ

)
This gives the potential everywhere inside the cylinder. �

(b) Calculate the surface-charge density of each half of the cylinder.
Solution:
The charge density can be simply found by finding the normal component of electric field at the
surface.

σ(φ) = ε0
∂u(ρ, φ)

∂ρ

∣∣∣∣
ρ=b

= ε0
V1 − V2

π

∂

∂ρ
arctan

(
2ρ cosφ

b2 − ρ2

)
This derivative was evaluated by using sympy to obtain

σ(φ) = ε0
V1 − V2

π

4b2 · 2b · cosφ
2b4 + 2b4 cos 2φ

= ε0
V1 − V2

π

2 cosφ

b(1 + cos 2φ)
= ε0

V1 − V2

πb cosφ

For each halves we have the condition for φ. Subsisting the value of φ for each halves gives the charge
density of each half. �

2. (Jackson 2.15)
(a) Show that the green function G(x, y, x′, y′) appropriate for Dirichlet boundary conditions for a square

two-dimensional region, 0 ≤ x ≤ 1, 0 ≤ y ≤ 1, has an expansion

G(x, y, x′, y′) = 2

∞∑
n=1

gn(y, y′) sin(nπx) sin(nπx′)

where gn(y, y′) satisfies(
∂2

∂y′2
− n2π2

)
gn(y, y′) = −4πδ(y′ − y) and gn(y, 0) = gn(y, 1) = 0

Solution:
The green’s function solution to non homogeneous differential equation Lh(x) = f(t) is a solution
to homogeneous part of the differential equation with the source part replaced as delta function
Lh(x) = δ(t− ξ). The obtained solution is G(t, ξ), i.e., LG(t, ξ) = δ(t− ξ). This solution corresponds
to the homogeneous part only as it is independent of any source term f(t). Let G(t, ξ) be the solution
to the differential equitation with the inhomogeneous part replaced by delta function δ(t − ξ). The
green’s function solution to Laplace’s equation is then:(

∂2

∂x2
+

∂y

∂yy

)
G(x, y;x′, y′) = −4πδ(x′ − x)δ(y′ − y)

Since we have boundary condition that G(x′ = 0) = 0 and G(x′ = 1) = 0 we take odd function fourier
expansion of the Green’s function

G(x, y;x′, y′) =
∞∑

n=1

fn(x, y; y′) sin(nπx′) (1)

Using this expression in the Laplace’s equation we obtain
∞∑

n=1

(
∂2

∂y2
− n2π2

)
fn(x, y, y′) sin(nπx′) = −4πδ(x′ − x)δ(y′ − y) (2)
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Completeness of the orthogonal functions sin(nπx) allows us to write the delta function as

δ(x− x′) =
∞∑

n=1

sin(nπx) sin(nπx′)

Replacing this expression in (2) we obtain
∞∑

n=1

(
∂2

∂y′2
− n2π2

)
fn(x, y; y′) sin(nπx′) = −4πδ(y′ − y)

∞∑
n=1

sin(nπx) sin(nπx′) (3)

Comparing the function behavior of parameter x on LHS and RHS of (3) we obtain that the function
fn is sinusoidal. Separating out the y part of the expression into other function gn we get

fn(x, y; y′) = gn(y, y′) sin(4πx)

Now we can substitute this back into our green’s function G in (1) we get

G(x, y;x′, y′) =
∞∑

n=1

gn(y, y′) sin(nπx) sin(nπx′)

Substituting this expression back to (2) we obtain(
∂2

∂y′2
− n2π2

)
gn(y, y′) = −4πδ(y′ − y) (4)

This expression gn also has to satisfy the boundary conditions as the complete greens function G so
we have gn(y, 0) = 0 and gn(y, 1) = 1 as required. �

(b) Taking for gn(y, y′) appropriate linear combinations of sinh(nπy′) and cosh(nπy′) in the two regions
y′ < y and y′ > y , in accord with the boundary conditions and the discontinuity in slope required by
the source delta function, show that the explicit form of G is

G(x, y;x′, y) = 0

∞∑
n=1

1

n sinh(nπ)
sin(nπx) sinh(nπx′) sinh(nπy<) sinh(nπ(1− y>))

where y<(y>) is the smaller (larger) of y and y′.
Solution:
Now that we have the general expression for the green’s function (4) we can divide the region into
parts with x′ > x and x′ < x, since in each of these cases, the source term in the differential equation
is zero as the delta function is zero there δ(x′ − x) = 0 if x′ 6= x so we get

gn(y, y′) =

{
g< ≡ a< sinh(nπy′) + b< cosh(nπy′) if y′ < y

g> ≡ a> sinh(nπy′) + b> cosh(nπy′) if y′ > y

Finding this function is, down to finding the unknown coefficients a<, a>, b<, b>. Applying the bound-
ary condition gn(y, 0) = 0 = gn(y, 1) we get

g> = g<
∂

∂y′
g< =

∂

∂y′
g> + 4π if y′ > y

Now the boundary condition such that g>(y′ = 1) = 0 and g<(y
′ = 0) = 0 suggests sinh functions suit

the boundary condition than sin. Thus we get

gn(y, y′) =

{
a< sinh(nπy′) if y′ < y

a>[sinh(nπy′)− tanh(nπ) cosh(nπy′)] if y′ > y

Continuity requires that the function match at y = y′ so we have

a< sinh(nπy′) = a>[sinh(nπy′)− tanh(nπy′)] (5)
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and the jump discontinuity of greens function require

∂

∂y′
gn(y<)−

∂

∂y′
gn(y>) = 1 (6)

The equations (5) and (6) give system of equation which can be solved as(
sinh(nπy) − sinh(nπy) + tanh(nπ) cosh(nπy)
cosh(nπy) − cosh(nπy) + tanh(nπ) cosh(nπy)

)(
a<
a>

)
=

(
0
4
n

)
=

Again solving this with simply gives(
a<
a>

)
= − 4

n sinh(nπ)

(
cosh(nπ) sinh(nπy)− sinh(nπ) cosh(nπy)

cosh(nπ) sinh(nπy)

)
Substituting the coefficients we get

gn(y, y′) =
4

n sinh(nπ)
×

{
sinh(nπy′)[sinh(nπ) cosh(nπy)− cosh(nπ) sinh(nπy)] if y′ < y

sinh(nπy)[sinh(nπ) cosh(nπy′)− cosh(nπ) sinh(nπy′)] if y′ > y

As required the greens function is symmetric in its parameters. The symmetry is such that the
expression looks exactly same if the parameter are exchanged. If we denote y< to be the minimum of
yand y′ and similarly for y> we can write the above expression in a compact way as

gn(y, y′) =
4

n sinh(nπ)
sinh(nπy<) sinh(nπ(1− y>))

Subsisting this to the greens function solution we get

G(x, y, x′, y′) =
∞∑

n=1

8

n sinh(nπ)
sin(nπx) sin(nπx′) sinh(nπy<) sinh(nπ(1− y>))

This is the required expression for the green’s function. �
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